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Abstract Image-based diagnostic tools are important tools
for the determination of diseases in many medical applica-
tions. The interpretation of these images is often done manu-
ally, based on prototypical images. Consequently, only a few
images collected into an image catalogue are initially avail-
able as a basis for the development of an automatic image-
interpretation system. In this paper we study the question
if it is possible to build up an image-interpretation sys-
tem based on such an image catalogue. We call the system
catalogue-based image classifier. The system is provided
with feature-subset selection, feature weighting, and proto-
type selection. The performance of the catalogue-based clas-
sifier is assessed by studying the accuracy and the reduction
of the prototypes after applying a prototype-selection algo-
rithm. We describe the results that could be achieved and
give an outlook for further developments on a catalogue-
based classifier.

Keywords Image classification · Case-based reasoning ·
Feature-weight learning · Feature-subset selection ·
Prototype selection · Cases · Prototypes

1 Introduction

Although digital image scanners and cameras are quite com-
mon in many applications, it is still not standard to have a
sufficiently large database as a basis for the development of
an image-interpretation system. People rather like to store
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image catalogues comprised of one prototypical image for
each class, instead of constantly collecting images into a
database. This is especially true for medical [1] and biolog-
ical applications [2]. A wide spectrum of image catalogues
is available, published as books or in web-catalogues, show-
ing for example brain CT or MRT images of degenerative
brain disease, images of different skin diseases, cell-pattern
images of malaria-infected blood cells, pap smear cell im-
ages, autoantibody-related HEp-2 cell pattern images, im-
ages showing different fungi spores, etc. These image cata-
logues should guide and train a human when interpreting the
images. Automatic image-interpretation systems for these
tasks are not of up-to-date standard in practice. It is often
difficult to develop an automatic image-interpretation sys-
tem for a specific application, due to the lack of a sufficiently
large set of images as a basis for its development and owing
to the difficulties arising from the automatic image descrip-
tion and the image-interpretation problem.

The prototypical images stored in these catalogues repre-
sent the visual appearance of a pattern, a scene, or an object.
In this respect it is summarized information about the topic
of interest and does not represent the coding rules for this
image [3]. The information about the visual features, their
importance and the form in which they are expressed in the
image is implicitly represented in the respective image.

The usage of prototypical images for the development of
an automatic image-interpretation system is therefore con-
cerned with analyzing the image for visual features, deter-
mining their importance, and rejecting unimportant details
and background information, as well as with constructing
the classifier. It seems to be natural to use case-based rea-
soning as a problem-solving method for this kind of appli-
cation, since case-based reasoning can start to reason based
on a few samples and can incrementally collect more cases
for each class and learn, based on these cases, more precise
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class representations during the usage of the system and the
system performance can be improved.

The use of case-based reasoning in applications with pro-
totypical cases has been successfully studied for medical ap-
plications by Schmidt and Gierl [4], Belazzi et al. [5] and
by Nilsson and Funk [6] on time-series data. The simple
nearest-neighbor-approach [7] as well as hierarchical index-
ing and retrieval methods [4] have been applied to the prob-
lem. It has been shown that an initial reasoning system could
be built up based on these cases. The systems are useful in
practice and can acquire new cases for further reasoning [8]
while running. A deep evaluation was often not possible,
since the broad variation of the problem could not be cap-
tured by the few initial prototypes. Due to the sparse data-set
problems, such topics as case editing and condensing have
not been studied in these application areas. There are com-
parative studies of case editing for other applications, such
as SPAM filtering by Delany and Cunnigham [9], a case-
authoring system by McKenna and Smyth [10] and Ontañón
and Plaza for symbolic data [11].

The problem of feature-subset selection [12] and feature
weighting [13] is empirically studied on standard machine-
learning data bases, as well as on real-world data.

We have developed case-based reasoning methods for all
the different stages of an image-interpretation system [14].
Usually the methods were evaluated by a case-base that had
been collected by the domain expert, but the cases were not
considered as prototypical cases.

In this paper we are studying the following question: is
it possible to build an image-interpretation system based on
a prototypical image for each class and if so, what neces-
sary functions should such a system have? The basis for
our study were four different image catalogues of HEp-2
cell images collected by different manufacturers of HEp-2
cell diagnostica and by a diagnostic laboratory. HEp-2 cell
stands for the human epithelial cell line type 2. HEp-2 cells
are used for the identification of antinuclear autoantibod-
ies (ANA). ANA testing for the assessment of systemic and
organ-specific autoimmune diseases has increased progres-
sively since immunofluorescence techniques were first used
to demonstrate antinuclear antibodies in 1957. HEp-2 cells
allow for recognition of over 30 different nuclear and cyto-
plasmic patterns, which are given by upwards of 100 differ-
ent autoantibodies [15]. The catalogues for the different cell
patterns are comprised of one prototypical image for each
pattern class [15].

Until a short time ago the identification of the patterns
has been done manually by a human inspecting the slides
with the help of a microscope. The lacking automation of
this technique has resulted in the development of alterna-
tive techniques based on chemical reactions, which do not
have the discriminating power of ANA testing. An automatic
system will pave the way for a wider use of ANA testing.

A first commercial system has been available since a short
time ago, but the effort for collecting enough high-quality
images as a development basis for such a system were big
and time-consuming. This fact motivated our research on a
catalogue-based classifier.

In Sect. 2 we shortly describe the image catalogues. The
image analysis and the features extracted for the objects in
the image are described in Sect. 3. The resulting databases
are described in Sect. 4. The nearest-neighbor classifier and
the feature selection and feature-weighting algorithm are
described in Sect. 5. Likewise we describe in Sect. 5 the
prototype-selection method that allows us to find out the
quality of the image catalogues. Finally, we give results in
Sect. 6 and an outlook for further work in Sect. 7.

2 Cases and prototypes

Let X be a set of cases collected in a case base CB. Each
case is represented by a tuple X = {(F, vi), (S, s)} where
F is the set of descriptive features, v is the set of feature
values and S is the solution space with the possible s. The
relation between each case in the case base can be expressed
by the similarity value sim. The case base can be partitioned
into n case classes C: CB = ⋃n

i=1 Ci such that the intra-
case-class similarity is high and the inter-case-class simi-
larity is low. The set of cases in each case class C can be
represented by a representative who generally describes the
cluster. This representative can be the prototype, the medoid,
or an a-priori-selected case. Whereas the prototype implies
that the representative is the mean of the cluster which can
easily be calculated from numerical data, the medoid is the
case whose sum of all distances to all other cases in a cluster
is minimal.

A prototypical case must not necessarily be comprised of
the whole set of features describing the cases [16]. It can be
represented by only a subset of features that represents the
most common features. Besides that not all features might
have the same importance.

The relation between the different case classes C can be
expressed by higher-order constructs expressed e.g. as su-
per classes that give us a hierarchical structure over the case
base. The top-level of this structure represents the most com-
mon case class, while the leaves are the most specific case
classes. This hierarchical structure helps to guide and speed
up the retrieval process in a case-based reasoning system and
also to control the size of the case base. This aspect will not
be considered in this paper. We assume a flat organization of
the case base.

Usually, prototypical cases are generalized from a set of
single cases. In our case we have prototypical cases repre-
sented as images that have been selected by humans. The
most common features are not reported and neither is the
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Fig. 1 Prototypical images of
six classes

range of values reported. That means, when building our
system, we are starting from the top and have to collect more
information about the specific class during the usage of the
system.

Since a human has selected the prototypical images, his
decision on the importance of an image might be biased, and
to pick only one image might be difficult for a human. He
can have stored more than one image as prototypical images.
Therefore, we need to check the redundancy of the many
prototypes for one class before taking them all into the case
base.

According to this consideration, the minimal functions
that our system should carry out are:

• classification based on the nearest neighbor rule,
• prototype selection by a redundancy-reduction algorithm,
• feature weighting to determine the importance of the fea-

tures for the prototypes and
• feature-subset selection to select the relevant features

from the whole set of features for the respective domain.

3 Image catalogues

Image Catalogues usually show one prototypical image for
one class. These catalogues represent the visual knowledge
of an image-inspection domain. They are available as hard-
copies or as a collection of digital images. They are usu-
ally used to train novices for the specific image-inspection
task. Together with the prototypical images a verbal de-
scription of the appearance of the pattern is sometimes rep-
resented. Unlike in other tasks, such as industrial inspec-
tion, these verbal descriptions are no standardized visual
image descriptions allowing a human to build up concep-
tual knowledge. Therefore, as long as no automatic image-
interpretation system is available, a lot of work is invested

in order to build up ontology to improve the overall quality
of image-inspection tasks.

Prototypical images of HEp-2 cell patterns for six dif-
ferent classes are shown in Fig. 1. We should note that for
each class we have only one prototypical image. The image
shows the visual appearance of a particular pattern on the
cells. Since in each image numerous cells are contained, we
are getting many cell patterns of the same kind. To select the
pattern on a single cell as a prototypical pattern might be dif-
ficult for a human, since he is not trained based on a single
cell pattern. He rather looks for the overall visual appearance
of a pattern on the cell rage in the image. Therefore we have
an unknown number of single cells in each image showing
the pattern of interest for each class. Each cell could be con-
sidered as a prototype itself. That will result in a data base
of prototypes with an unequal number of samples for each
class.

4 Creation of the database

Each image is processed by the image-analysis procedure
described in [17]. The flowchart of the overall algorithm
is given in Fig. 2. The color image (see Fig. 3) is trans-
formed into a gray-level image. The image is normalized
to the mean and standard gray level calculated from all im-
ages to avoid invariance caused by the inter-slice staining
variations.

Automatic thresholding has been performed by the algo-
rithm of Otsu [18]. The algorithm can localize the cells with
their cytoplasmatic structure very well, but not the nuclear
envelope itself. We then apply morphological filters like di-
lation and erosion to the image, in order to get a binary mask
for cutting out the cells from the image (see Fig. 4). The au-
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Fig. 2 Creation of data base

Fig. 3 Original image

Fig. 4 Image after filtering

tomatically found cell areas after applying the binary mask
are shown in Fig. 5.

The gray levels ranging from 0 to 255 are quantized into
16 intervals t (see Fig. 6). Each subimage f (x, y) contain-
ing only one cell gets classified according to the gray level
into t slices, with t = {0,1,2, . . . ,15}. For each slice a bi-
nary image is calculated, containing the value “1” for pixels
with a gray-level value falling into the gray-level interval of
slice t and value “0” for all other pixels. We call the image
f (x, y, t) in the following slice image. Object labeling is
done in the slice images with the contour-following method.

For the objects in each slice features are calculated for
classification. The first one is a simple Boolean feature

Fig. 5 Cut-out of cell area

which expresses the occurrence or non-occurrence of ob-
jects in the slice image. Then the number of objects in the
slice image is calculated. From the objects the area, a shape
factor, and the length of the contour are calculated (see Ta-
ble 1). The mean value for each feature is calculated over
all the objects in the slice image. This is done in order to
reduce the dimension of the feature vector. Since the quan-
tization of the gray level was done in equal steps and with-
out considering the real nature, we also calculated for each
class the mean value of the gray level and the variance of
the gray level. A total of 192 features were calculated that
make up a very intelligent structure and texture descriptor
for cells.

It has been shown in [17] that not all features of the com-
plex structure and texture descriptor are relevant for a par-
ticular texture description. The feature selection procedure
of the decision-tree induction process used in the study de-
scribed in [17] for building the classifier selects only a subset
of features from the whole set of features. However, using
decision-tree induction requires a sufficiently large sample
set which is not the assumption in this study. When produc-
ing as many features as possible for an object without being
informed about the relevance of the features, a good feature-
subset selection strategy is required, no matter which classi-
fier is used.
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Fig. 6 Original cell and class
images

5 The databases

For our investigation we used four different image cat-
alogues that came from four different manufacturers of
HEp-2 cells. The databases differ in the number of classes
and in the number of samples per class, see Table 2. It can-
not be expected that the distribution of the samples or the
classes, respectively, is the same in each database. It is more
likely that quite the contrary can happen. Although most of
the databases were obtained from the manufacturers, they
could not provide samples for all classes.

These image data bases were processed according to the
image-analysis procedure described in Sect. 4. For each of
the image data bases we obtained a feature-value data base
that was the basis for the following study.

6 The classification method

The classification method is based on the nearest-neighbor
rule. Since the prototypes are available at the same time,
we choose a decremental redundancy-reduction algorithm
proposed by Chang [19] that deletes prototypes as long as
the classification accuracy does not decrease. The feature-
subset selection is based on the wrapper approach [20] and
an empirical feature-weight learning method [13] is used.
Cross validation is used to estimate the classification accu-
racy. The prototype selection, the feature selection, and the
feature weighting steps are performed during each run of the
cross-validation process.

6.1 Nearest-neighbor rule

This nearest-neighbor rule [7] classifies x in the cat-
egory of its nearest neighbor. More precisely, we call
x′
n ∈ {x1, x2, . . . , xi, . . . , xn} a nearest-neighbor to x if

mind(xi, x) = d(x′
n, x), where i = 1,2, . . . , n.

The nearest-neighbor rule chooses to classify x into cat-
egory Cn, where x′

n is the nearest neighbor to x and x′
n be-

longs to class Cn.
In the case of the k-nearest neighbor we require k-

samples of the same class to fulfill the decision rule. As a
distance measure we use the Euclidean distance.

6.2 Prototype selection by Chang’s algorithm

For the selection of the right number of prototypes we used
Chang’s algorithm [19]. The outline of the algorithm can
be described as follows: Suppose the set T is given as
T = {t1, . . . , t i , . . . , tm} with t i as the i-th initial prototype.
The idea of the algorithm is as follows: We start with every
point in T as a prototype. We then successively merge any
two closest prototypes t1 and t2 of the same class by a new
prototype t , if the merging will not downgrade the classifi-
cation of the patterns in T . The new prototype t may simply
be the average vector of t1 and t2. We continue the merging
process until the number of incorrect classifications of the
pattern in T starts to increase.

Roughly, the algorithm can be stated as follows: Given a
training set T , the initial prototypes are just the points of T .
At any stage the prototypes belong to one of two sets—set
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Table 1 List of features and their calculation

Description Name Type Formula

Area of the single cell Acell numerical Acell =
{

f (x, y, t) = 1 and object then Acell = Acell + 1

f (x, y, t) = 0 then Acell = Acell

Density in class image t Dens_t numerical Dens_t =
{

f (x, y, t) = 1then Dens_t = Dens_t + 1/Acell

f (x, y, t) = 0 then Dens_t = Dens_t

Number of objects Count_t numerical n(t)

Mean area of objects in class
image t

Marea_t numerical A(t) = 1
n(t)

∑n(t)
i=1 Ai(t)

Standard deviation of the
area of the objects in class
image t

Staarea_t numerical S(t) =
√

1
n(t)

∑n(t)
i=1(Ai(t) − A(t))2

Relative mean area of objects
in class image t to area of
cell

Rmarea_t numerical RA(t) = Ā(t)
Acell

Relative standard deviation
of the area of the objects in
class image t

Rstaarea_t numerical RS(t) =
√

S(t)2

Acell

Mean shape factor for
objects in class image t

Form_t numerical F̄ (t) = 1
n(t)

∑n(t)
i=1 10 · Ai(t)

ui (t)
with ui(t)contour being the length of

the i-th object in class image t

The contour length of a single object is u = l + √
2 · m with l being the number of contour pixels having odd chain coding numbers and m being

the number of contour pixels having even chain coding numbers

Mean contour length of
objects in class image t

Mlength_t numerical ū(t) = 1
n(t)

∑n(t)
i=1 ui(t)

Standard deviation of the
contour length of objects in
class image t

Stalength_t numerical Su(t) =
√

1
n(t)

∑n(t)
i=1(ui(t) − u(t))2

Relative mean contour length
of objects in class image t

Rmlength_t numerical ru(t) = u(t)
Acell

Relative standard deviation
of the contour length of
objects in class image t

Rstalength_t numerical RSu(t) =
√

S(t)2

Acell

Table 2 Name of database and number of classes and samples per class

Name Class number Number of
classes

Number of
classes1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

DB_1 105 96 63 83 4 347

DB_2 8 2 2 14 7 5 15 9 5 4 14 9 8 10 48 23 17 31 3 3 3 7 5 2 13 5 26 298

DB_3 7 30 29 28 11 7 13 5 13 13 10 156

DB_4 25 12 18 21 5 16 22 24 21 20 5 14 12 203

A or set B . Initially, A is empty and B is equal to T . We
start with an arbitrary point in B and initially assign it to A.
Find a point p in A and a point q in B , such that the dis-
tance between p and q is the shortest among all distances
between points of A and B . Try to merge p and q . That is,
if p and q are of the same class, compute a vector p∗ in

terms of p and q . If replacing p and q by p∗ does not de-
crease the recognition rate for T , merging is successful. In
this case, delete p and q from A and B , respectively, and
put p∗ into A, and the procedure is repeated once again. In
the case that p and q cannot be merged, i.e. if either p and q

are not of the same class or merging is unsuccessful, move
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Fig. 7 Prototype selection
algorithm

q from B to A, and the procedure is repeated. When B be-
comes empty, recycle the whole procedure by letting B be
the final A obtained from the previous cycle, and by reset-
ting A to be the empty set. This process stops when no new
merged prototypes are obtained. The final prototypes in A

are then used in a nearest-neighbor classifier (see Fig. 7).

6.3 Feature-subset selection and feature weighting

The wrapper approach [20] is used for selecting a feature
subset from the whole set of features and for feature weight-
ing. This approach conducts a search for a good feature
subset by using the k-NN classifier itself as an evaluation
function. By doing so the specific behavior of the classi-
fication methods is taken into account. The leave-one-out
cross-validation method is used for estimating the classifi-
cation accuracy. Cross-validation is especially suitable for a
small data set. The best-first search strategy is used for the
search over the state space of possible feature combination.
The algorithm terminates if we have not found an improved
accuracy over the last k search states.

The feature combination that gave the best classification
accuracy is the remaining feature subset. We then try to fur-
ther improve our classifier by applying a feature-weighting
tuning-technique in order to get real weights for the binary
weights.

The weights of each feature wi are changed by a constant
value δ: wi := wi ± δ. If the new weight causes an improve-
ment of the classification accuracy, then the weight will be
updated accordingly; otherwise, the weight will remain as it
is. After the last weight has been tested, the constant δ will
be divided into half and the procedure repeats. The process
terminates if the difference between the classification accu-
racy of two interactions is less than a predefined threshold.

Some researchers [22] have noted overfitting to the data
when using small sample sets and the cross-validated ac-
curacy estimates for guiding the search in the wrapper ap-
proach. In their experiments they use decision tree induc-
tion for the classifier that naturally tends to overfit to the
data. Overfitting means that the specialization of the learnt
model is too high and the generalization capability of the
model is not as good as it should be [23]. We like to re-
mind the reader that our strategy is to start with a model for
classification based on few samples and then incrementally
improve the model based on the new acquired cases and case
classes. That might also require that we have to reconsider
the chosen prototypes, feature subset as well as the feature
weights. A control strategy that tells us when to reconsider
the prototypes, the feature subset and the feature weight has
to be developed in further work.
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7 Results

We calculated the classification accuracy for the simple
nearest-neighbor classifier and the k-nearest neighbor with
k = 3 based on the leave-one-out cross-validation. The re-
sults for the different data bases are shown in Table 3.
The experiments differ in the feature-weight setting (all
weights are one or learnt based on the procedure described
in Sect. 5.3) and in the setting for the number of neighbors k,
see Table 4. For the experiment P1K1 (feature weights are
for all features one, k = 1), the best results could be achieved
for the data base DB_1. This is not surprising, since this data
base has enough prototypes for each class and a low num-
ber of classes. The result for the k-nearest-neighbor classi-
fier was slightly better for the data base DB_1. A poor result
was achieved for the data base DB_2, i.e. the database with
the highest number of classes and the smallest number of
prototypes per class. Contrary to our expectation, the result
for the database DB_4 was the poorest, although the number
of samples in each class seems to be moderate.

It is clear that we cannot achieve a significant improve-
ment of the accuracy for the database DB_2 when applying
the k-NN classifier, since there are often only two prototypes
of the same class.

Table 3 Classification accuracy for the different databases

DataBase TestID

P1K1 P1K3 P3k1 P3K3

DB_1 80.12 80.20 80.71 78.04

DB_2 48.31 45.69 50.94 45.32

DB_3 69.44 69.44 69.87 69.78

DB_4 44.22 44.22 45.99 56.28

Table 4 Experimental set-up

Experiment Feature Weights K-NN

P1K1 1 1

P1K3 1 3

P3K1 learnt 1

P3K3 learnt 3

If we use the feature-subset selection and feature-
weighting procedure described in Sect. 5.3, we can im-
prove the classification accuracy for DB_1,DB_2,DB_3,
and DB_4 in the case of the simple nearest-neighbor classi-
fier and for DB_4 for the k-nearest-neighbor classifier. The
highest improvement (5%) can be achieved for the data-
base DB_2. In [12] we have shown that different feature-
subset selection strategies select different feature subsets
from a set of features and that there is often only a small in-
tersection between the selected subsets. Therefore, we were
not concerned about the kind of selected features, we rather
looked for the improvement in accuracy. We could show by
our results that feature-subset selection is an essential fea-
ture of a catalogue-based classifier.

In an early, experiment [17] we achieved an accuracy of
75% for six classes and based on decision trees. For each of
the six classes we had 53 images. If we set our actual results
into this context, we can conclude that every result that is
higher than 60% accuracy is a good result.

If we apply Chang’s prototype-selection strategy to our
data base DB_1, we can reduce the number of prototypes by
75.5% for the simple nearest-neighbor approach, while pre-
serving the accuracy, see Table 5. It is interesting to note that
for this data base only 15 samples are adopted; whereas 70
samples are generated. There is enough redundancy among
the samples.

In the case of the database DB_2, that is the database
with the largest number of classes, but only a few samples
per class, the reduction of samples is only 21.32%. The ma-
jority of samples are adopted, whereas only a few new pro-
totypes are generated. The prototype generation is mostly
performed for the classes with more than two samples. As
a result we have to conclude that only two samples in some
of the classes do not cover well the solution space for these
classes.

From this we can conclude that the new function needed
is prototype enrichment for that case where only a small
number of prototypes is available. A method of Bayesian
Case Reconstruction was developed by Hennessy et al. [21]
to broaden the coverage of a case library by sampling and
recombining pieces of existing cases to construct a large set
of “plausible” cases. However, this method is not applicable
in our case. We need to develop a method for our problem.

Table 5 Reduction of samples after application of Chang‘s algorithm

Name Number Number Generated Overtaken Total Number Reduction

of classes of cases number of loops in %

DB_1 4 347 70 15 85 192 75.50

DB_2 26 272 43 171 214 15 21.32

DB_3 10 156 33 57 90 33 42.31

DB_4 12 203 39 110 149 15 26.60
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We observe the same situation for the database DB_4 as
for database DB_2, whereas for the database DB_3 we see a
reduction by 42.31%. That implies that the database DB_4
has much class overlap in the samples and is not a true gold
standard. It is the only database that comes from a diagnostic
lab and not from a manufacturer.

Like in the work of McKenna and Smyth [10] we need to
develop a case-authoring system that allows us to study the
competence of prototypes and the class-specific accuracy of
a prototype with respect to other prototypes. This is left to
further work.

8 Conclusions

We have studied the use of prototypical images for the
development of an automatic image-interpretation system
based on the nearest-neighbor classification. The results are
promising. They show that it is possible to build an image-
interpretation system with sufficient classification accuracy
based on a small number of prototypical images. Feature-
subset selection and feature weighting are essential func-
tions of such a system. These functions can significantly im-
prove the classification accuracy, especially in the case of
small samples. Prototype generation has been applied in the
sense that samples are generalized to one prototype. This
function can be used in order to judge the quality of the pro-
totypical case-base. The higher the reduction rate, the higher
the redundancy of the prototypes. The results for the dif-
ferent prototypical databases used for our study show that
two new functions are necessary for the proposed prototype
classification-system. One function is prototype enrichment
for that case where only a small number of prototypes is
available. We also need to develop a case-authoring system
that allows us to study the competence of prototypes and the
class-specific accuracy of a prototype with respect to other
prototypes. This is left to further work.
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